Psy 524

Ainsworth S’04


Name:__________________________________________

Exam 1 - Part 1: Short answer questions (write all responses in the blue book)
1. Describe the four levels of measurement (nominal, ordinal, interval and ration). (4 points)

2. What is the difference between univariate and multivariate statistics? (1 point)

3. What is the importance of data screening? (6 points)

4. Discuss the methods of handling missing data?  (3 points)

5. What are some problems caused by outliers? (3 points)

6. When is Mahalanobis distance used? (1 point)

7. Describe homoskedasticity. (1 point)
8. Describe multicollinearity/singularity. (1 point)

9. Describe 4 kinds of research questions asked by multiple regression. (10 points)

10. Explain the difference between Pearson, partial and semipartial (part) correlation. (4 points)

11. Describe three types of multiple regression. (6 points)

12. What research questions are answered by canonical correlation? (7 points)

13. List three reasons why canonical correlation is not used more often? (3 points)

Exam 1 - Part 2: Output interpretation

Refer to Output 1 for these questions (12 points)
1. Describe the distribution of the variables (V1, V2 and V3 above).  Are they normally distributed?  Perform the appropriate tests for normality. (5 points).

2. Write the log transformation for “V3”. (2 points).

3. Are there any outliers?  If so, which case numbers? (2 points)

4. How much missing data is there?  How would you handle it? (2 points).

5. What are the minimum and maximum values of each variable? (1 point).

Refer to output 2 for these questions (23 points)
6. What kind of multiple regression is being conducted? (1 point).

7. What variable is being predicted? (1 point).

8. What is “zero-order” correlation? (1 point).

9. Write the prediction equation for model 3.  Using this equation, predict a subject’s “exam score” if they scored 13 on “how calm you are”, 10 on “stat confidence”, and he/she studied for 16 hours.  (2 points).

10. Interpret the unstandardized regression coefficient for “how calm you are” separately in each of the models (e.g. interpret it in model one, interpret it again for model 2 and again for model 3). (2 points)

11. What is the unique proportion of variance in “exam score” accounted for by “hours of study”? (2 points).

12. Are there any multivariate outliers in the data?  Explain you answer. (1 point).

13. Does the data meet the homoskedasticity assumption?  Explain. (1 point).

14. Write a short results section (write it in meaningful easy to understand sentences). (12 points).

Refer to output 3 for these questions (15 points)
15. How many canonical correlations are significant? (1 point).

16. Draw a diagram for each of the significant canonical correlations.  Include all appropriate information in the diagram.  (2 points).

17. Write a short results section (write it in meaningful easy to understand sentences). (12 points).
Name:__________________________________________

For part 2 refer to the following set of output
Output 1 – Data Screening

Explore
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V1
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V2
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V3
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Output 2
Regression
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Charts
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Output 3

Canonical Correlation

Run MATRIX procedure:

Correlations for Set-1

        PHYHEAL MENHEAL

PHYHEAL  1.0000   .5056

MENHEAL   .5056  1.0000

Correlations for Set-2

         ESTEEM CONTROL

 ESTEEM  1.0000   .3467

CONTROL   .3467  1.0000

Correlations Between Set-1 and Set-2

         ESTEEM CONTROL

PHYHEAL   .0839   .1120

MENHEAL   .1991   .2859

Canonical Correlations

1       .307

2       .007

Test that remaining correlations are zero:

_

      Wilk's   Chi-SQ       DF     Sig.

1       .905   45.251    4.000     .000

2      1.000     .021    1.000     .886

Standardized Canonical Coefficients for Set-1

               1        2

PHYHEAL     .142   -1.150

MENHEAL   -1.064     .459

Raw Canonical Coefficients for Set-1

               1        2

PHYHEAL     .059    -.480

MENHEAL    -.257     .111

Standardized Canonical Coefficients for Set-2

               1        2

 ESTEEM    -.370   -1.000

CONTROL    -.810     .694

Raw Canonical Coefficients for Set-2

               1        2

 ESTEEM    -.094    -.253

CONTROL    -.637     .546

Canonical Loadings for Set-1

               1        2

PHYHEAL    -.396    -.918

MENHEAL    -.992    -.123

Cross Loadings for Set-1

               1        2

PHYHEAL    -.122    -.006

MENHEAL    -.305    -.001

Canonical Loadings for Set-2

               1        2

 ESTEEM    -.651    -.759

CONTROL    -.938     .347

Cross Loadings for Set-2

               1        2

 ESTEEM    -.200    -.005

CONTROL    -.288     .002

            Redundancy Analysis:

Proportion of Variance of Set-1 Explained by Its Own Can. Var.

               Prop Var

CV1-1              .571

CV1-2              .429

Proportion of Variance of Set-1 Explained by Opposite Can.Var.

               Prop Var

CV2-1              .054

CV2-2              .000

Proportion of Variance of Set-2 Explained by Its Own Can. Var.

               Prop Var

CV2-1              .651

CV2-2              .349

Proportion of Variance of Set-2 Explained by Opposite Can. Var.

               Prop Var

CV1-1              .062

CV1-2              .000

------ END MATRIX -----

Appendix

	Table 1: Common Transformations in SPSS

	Condition of Variable
	SPSS Compute Language

	Moderate Positive Skewness
	NEWX=SQRT(X)

	Substantial Positive Skewness
	NEWX=LG10(X)

	Variable includes 0
	NEWX=LG10(X + C)

	Severe Pos Skewness, L Shaped
	NEWX=1/(X)

	Variable includes 0
	NEWX=1/(X + C)

	Moderate Negative Skewness
	NEWX=SQRT(K - X)

	Substantial Negative Skewness
	NEWX=LG10(K - X)

	Severe Neg Skewness, J Shaped
	NEWX=1/(K - X)


C = constant added to each score so that the smallest score is 1.

K = constant from which each score is subtracted so that the smallest score is 1; usually equal to the largest score + 1.

Table 2: Chi Square Values
	df
	P = 0.05
	P = 0.01
	P = 0.001

	1
	3.84
	6.64
	10.83

	2
	5.99
	9.21
	13.82

	3
	7.82
	11.35
	16.27

	4
	9.49
	13.28
	18.47

	5
	11.07
	15.09
	20.52

	6
	12.59
	16.81
	22.46

	7
	14.07
	18.48
	24.32

	8
	15.51
	20.09
	26.13

	9
	16.92
	21.67
	27.88

	10
	18.31
	23.21
	29.59

	11
	19.68
	24.73
	31.26

	12
	21.03
	26.22
	32.91

	13
	22.36
	27.69
	34.53

	14
	23.69
	29.14
	36.12

	15
	25.00
	30.58
	37.70


